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Pizza or Donuts: Food Image Classification with VGG16

Starring: Ruchella Kock & Nynke van ‘t Hof (Group 18)
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. , * Inashort amount of time, it is possible to classify 80 classes with an
5 [ accuracy of 58%, which is significantly better than randomness.
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